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ABSTRACT: Nuclear−electronic interactions are a fundamental
phenomenon which impacts fields from magnetic resonance
imaging to quantum information processing (QIP). The realization
of QIP would transform diverse areas of research including
accurate simulation of quantum dynamics and cryptography. One
promising candidate for the smallest unit of QIP, a qubit, is
electronic spin. Electronic spins in molecules offer significant
advantages with regard to QIP, and for the emerging field of
quantum sensing. Yet relative to other qubit candidates, they
possess shorter superposition lifetimes, known as coherence times
or T2, due to interactions with nuclear spins in the local
environment. Designing complexes with sufficiently long values
of T2 requires an understanding of precisely how the position of nuclear spins relative to the electronic spin center affects
decoherence. Herein, we report the first synthetic study of the relationship between nuclear spin−electron spin distance and
decoherence. Through the synthesis of four vanadyl complexes, (Ph4P)2[VO(C3H6S2)2] (1), (Ph4P)2[VO(C5H6S4)2] (2),
(Ph4P)2[VO(C7H6S6)2] (3), and (Ph4P)2[VO(C9H6S8)2] (4), we are able to synthetically place a spin-laden propyl moiety at
well-defined distances from an electronic spin center by employing a spin-free carbon−sulfur scaffold. We interrogate this series
of molecules with pulsed electron paramagnetic resonance (EPR) spectroscopy to determine their coherence times. Our studies
demonstrate a sharp jump in T2 when the average V−H distance is decreased from 6.6(6) to 4.0(4) Å, indicating that spin-active
nuclei sufficiently close to the electronic spin center do not contribute to decoherence. These results illustrate the power of
synthetic chemistry in elucidating the fundamental mechanisms underlying electronic polarization transfer and provide vital
principles for the rational design of long-coherence electronic qubits.

■ INTRODUCTION

The interplay of electronic and nuclear spins creates unique
fingerprints within electronic paramagnetic resonance (EPR)
and nuclear magnetic resonance (NMR) spectra. As two
illustrative examples, in biological EPR, the interaction between
electronic and nuclear spins has been harnessed to provide
insight into biochemical processes,1,2 while in silicon carbide
systems, it enables a crucial process known as coherence
transfer.3 Understanding the complex interaction between
electronic and nuclear spins could illuminate important
processes across a range of fields. Within the realm of
electronic−nuclear spin interactions, our interest resides in
studying the effect of nuclear spin interactions on electronic spin
coherence. Flipping of weakly coupled nuclear spins induces the
loss of information stored within electronic spins in a process
known as decoherence.4 There is a paucity of studies probing
the effect of nuclear−electronic interspin distance on the
characteristic time scale of electronic spin coherence, T2. Of vital
interest to us, creating new knowledge within this area will
advance the burgeoning area of electronic spin-based quantum
information processing (QIP). QIP is a revolutionary approach

to computation which requires long values of T2.
5−8 Designing

complexes that exhibit long coherence times necessitates an
understanding of precisely how the position of nuclear spins
relative to the electronic spin center affects decoherence.
However, the lack of synthetic studies elucidating this positional
dependence currently inhibits the rational design of long-
coherence complexes.
Of the numerous candidates for qubits, the smallest unit of

information in QIP, electronic spin offers considerable
advantages, including its inherent quantum nature and ability
to be placed into superposition states via the use of pulsed
microwaves.4,9−13 Yet, in comparison with other qubit
candidates, electronic spins suffer from short values of T2. For
a quantum object to be viable as a qubit, it must exhibit a T2

value on the order of 104 times the duration of a simple
computational operation, which for electronic spin is ∼10 ns.14

Thus, to be viable, electronic spin qubits require coherence
times of >100 μs. Despite a few notable exceptions within
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molecular and solid-state compounds,15−22 the vast majority of
electronic spin-based qubits exhibit T2 values in the sub-10-μs
regime.23

Designing new molecules and materials with long coherence
times necessitates a clear set of design principles. Chief among
those design principles, as noted above, is the relationship
between nuclear−electronic interspin distance and coherence
times. While the necessity of understanding this relationship
would be obviated by simply removing all nuclear spins from the
electronic spin environment, such as in isotopically purified
diamond,24 there are only a limited number of species for which
this strategy will be effective.
Creating new design principles requires careful consideration

of the impact of nuclear spin on electronic spin coherence.
Although nuclear spin diffusion is driven by dipolar coupling
between the electron and environmental nuclei, it does not
exhibit a simple r−3 dependence. Instead, there exists a critical
radius, known as the spin diffusion barrier radius, inside of which
nuclei are so strongly coupled to the electron spin that they do
not undergo flip flops on the experimental time scale, and
therefore do not contribute to decoherence.23 Effectively, the
diffusion barrier creates two regimes, within the spin diffusion
barrier and significantly distal from electronic spin center,
wherein nuclear spins do not shorten T2. One could therefore
envision crafting molecules that, despite containing spin-active
nuclei, are designed such that the spin-active nuclei do not
contribute to decoherence.
The idea of a diffusion barrier radius (sometimes also referred

to as a “frozen core”)25 was first postulated in 1949,26 and
initially observed directly in 1973 via analysis of nuclear
relaxation rates of protons near a Yb3+ impurity in a crystal of
Y(C2H5SO4)3·9H2O.

27 This and other reports on solid-state
systems assign the radius as lying between 3 and 10 Å from the
metal center.25,27−30 However, the radius is highly system-
dependent, and specific systems such as phosphorus donors in
natural-abundance silicon can exhibit radii of upward of 50 Å.31

Studies of molecular species established a similar range of barrier
radii to those of most solid-state systems (between 4 and 10 Å)
by methods including time-resolved polarized neutron scatter-
ing32 and fitting T2 data with a model incorporating a diffusion
barrier.28,33 Notably, thus far, there are no synthetic studies of
the diffusion barrier radius. There is, however, ample current
research focused on theoretical models of the behavior of
nuclear spins in systems exhibiting a barrier radius,31,34,35

offering promise for the future synergy of theory with our
experimental results.
We aimed to address the lack of synthetic studies by designing

a series of systems with a range of electron−nuclear distances
and examining the effect of that variation on decoherence.
Specifically, we targeted a series of coordination complexes
based on the S = 1/2 vanadium(IV) ion. We selected the V4+

species based upon significant previous work demonstrating
long coherence times and coherences at temperatures up to
room temperature, recommending such species as candidates
for rigorous studies of coherence times.15,36−43 Herein we report
the synthesis of a family of four novel vanadium(IV) complexes
with a nuclear spin-bearing propyl bridge spaced at controlled
distances from the metal center. Within this series, each complex
was designed to possess a narrow, discrete range of electron−
proton distances. Our results demonstrate that the diffusion
barrier radius lies between 4.0(4) and 6.6(6) Å in the studied
complexes. This result paves the way for the design of future
nuclear spin-containing, long-coherence molecules.

■ RESULTS AND DISCUSSION
We sought out a series of compounds whereby it would be
possible to systematically vary the separation between an
electronic spin-bearing metal and a set of nuclear spin-bearing
atoms. The vast literature on conjugated carbon−sulfide ligands
for organic conductors44,45 enabled us to identify a series of
ligands with which we could accomplish this goal by spacing an
alkyl bridge at specific distances from an electronic spin. The
nuclear spin-free nature of the carbon−sulfide ligand backbone
(98.9% and 99.3% natural abundance of spin-free isotopes for C
and S, respectively) and the high modulatory of this chemistry
facilitated the rational synthesis of these species. Employing this
ligand motif, we synthesized four new vanadium(IV) complexes:
(Ph4P)2[VO(C3H6S2)2] (1), (Ph4P)2[VO(C5H6S4)2] (2),
(Ph4P)2[VO(C7H6S6)2] (3), and (Ph4P)2[VO(C9H6S8)2] (4)
(Figure 1). Each complex was carefully designed to house propyl
linkers (each containing six protons) at a specific distance from
an S = 1/2 vanadium(IV) ion (Figure 2). The combination of the
improved solubility enabled by the propyl unit relative to species
containing the analogous ethyl-bridged ligands,46 and the propyl
moiety’s six spin-active protons, recommended it as the nuclear
spin-bearing component. Furthermore, the magnitude of the
nuclear spin of 1H (μ = 2.79 μN for 1H, 99.99% natural
abundance) is unusually large relative to other elements on the
periodic table, for example, 35Cl (μ = 0.82 μN) or

14N (μ = 0.40
μN),

47 making it an ideal choice. The aforementioned
modularity of the carbon−sulfur scaffold allowed placement of
the propyl linkers at well-defined locations, yielding average V−
H distances of 4.0(4) Å for 1, 6.6(6) Å for 2, 9.3(7) Å for 3, and
12.6(7) Å for 4.
The vanadyl coordination complexes were accessed via

metalation of the sodium or potassium salt of the appropriate
ligand with vanadyl acetylacetonate, followed by cation
metathesis with tetraphenylphosphonium bromide. The ligands
were synthesized through an approach which relied largely on
the C3S5

2− (“dmit”) ligand as a precursor.48,49 The ligand
component of compound 2 was synthesized via nucleophilic
attack of the C3S5

2− moiety on 1,3-dibromopropane,50 followed
by conversion of the thione into a ketone with Hg(OAc)2 to

Figure 1. Crystal structures of the anionic complexes of 1−4. Dark
green, yellow, red, and gray spheres represent vanadium, sulfur, oxygen,
and carbon, respectively. Protons are colored pink in 1, blue in 2, light
green in 3, and purple in 4.
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afford the proligand.51 The C7H6S6
2− ligand for compound 3

involved substituting one of the ketone moieties of thiapendione
(C4S4O2)

52 for a dibutyltin protecting group, then subjecting
that species to a Me3Al-mediated coupling with an ester
containing the 1,3-dithiane moiety to generate the ketone-
protected proligand.53 Finally, we accessed the cyanoethyl-
protected proligand of C9H6S8

2− via the phosphite-mediated
coupling of two C3S5-based subunits.50 For 2 and 3, ligand
deprotection was accomplished via nucleophilic attack of either
NaOEt (2) or KOMe (3) on the ketone moiety, while for 1 and
4, deprotection occurred via deprotonation (using KOMe in the
case of 1 and KOtBu for 4).
Our initial studies focused on determining the vanadium

hyperfine coupling parameter, A, and the electron g-tensor, g, to
characterize the magnetic properties of the series of complexes.
These compounds were designed to maintain a uniform
electronic structure at the spin-bearing center, as significant
deviations from that would pose a challenge for deriving
meaningful conclusions from the series. Fortunately, previous
studies demonstrated that A and g are largely invariant across
series of vanadyl complexes43,54−56 since the orbital bearing the
unpaired electron remains constant.54 To establish the validity
of our design approach, we extracted g and A via echo-detected
electron paramagnetic resonance (ED-EPR) spectroscopy. ED-
EPR results in a spectrum containing the same information as a
traditional continuous-wave (cw) EPR spectrum; however, it is
recorded as an absorption spectrum instead of the more
common derivative line shape.57 Fitting of the ED-EPR spectra
of solutions of 1−4 in 45 vol % dimethylformamide-d7/toluene-
d8 (DMF-d7/toluene-d8) to an axial Hamiltonian (see
Experimental Details section of the Supporting Information,
as well as Table S5 and Figure S1) yielded values of g⊥ = 1.982−
1.986, g∥ = 1.969−1.978, A⊥ = 120−129 MHz, and A∥ = 395−
418 MHz, all of which are within the range of values typically

exhibited by vanadyl bis(dithiolene) complexes.40,43,54−56,58,59

These data demonstrate that the complexes possess similar local
electronic structures, eliminating variability in electronic
structure from consideration.
The performance of a qubit system is described by two figures

of merit: the coherence time (T2), which is the time window of
control for the qubit,8 and the spin−lattice relaxation time (T1),
which serves as an upper limit to T2, the inverse of which (T1

−1)
determines the qubit operating speed.23,60 Measuring T1 allows
us to determine its impact on T2 and probe the processes by
which spin−lattice relaxation occurs. We therefore performed
inversion recovery measurements57 on dilute solutions of the
complexes in 45 vol % DMF-d7/toluene-d8 to quantify T1
(Figure 3, plotted as T1

−1). Examination of the data reveals a
high degree of similarity between complexes with values ranging
from 11.3(9)−17.5(14) ms at 10 K to 10.32(12)−12.97(13) μs
at 140 K. Furthermore, the values of T1 are virtually identical to
those previously reported in a study of vanadyl dithiolene
complexes,43 as are the values obtained by fitting the data to an
equation modeling T1 which incorporates the effect of a direct
and a Raman process (see Supporting Information). The direct
process is a phonon-mediated spin flip in which the emitted
photon is of the exact energy of the spin transition, whereas the
two-phonon Raman process works analogously to the Raman
scattering of light, where the difference between the energies of
the two phonons is equal to the energy of the spin flip.23 These
two processes are commonly assigned as the predominant
contributors to T1 below 100 K.23,61 The surprising consistency
of T1 values between two families of complexes with significantly
different ligand sets speaks to the importance of the immediate
coordination sphere around the vanadium ion in influencing T1
and the relative irrelevance of the composition of more distant
elements of the ligand sphere. It also provides further evidence
of the uniformity of the series of compounds with regard to
every variable except nuclear spin proximity.
Following measurement of T1, we sought to determine the

parameter directly influenced by interactions between electronic
and nuclear spins, T2. Measurement of the coherence times (T2)

Figure 2. Schematic drawing of the four complexes employed in this
study showing the functional components of the ligand design. The
electronic spin-bearing vanadium center is highlighted in dark green,
while the propyl linker with its six spin-active protons is depicted in
variable colors (pink for 1, blue for 2, light green for 3, and purple for
4).

Figure 3. Temperature dependence of T1
−1 for 1−4 in DMF-d7/

toluene-d8. Fits of the data to an equation accounting for effects from
the direct and Raman processes are shown as lines (see Experimental
Details section of Supporting Information for additional details, as well
as Tables S6 and S7, and Figure S2).
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of the complexes proceeded via application of a standard Hahn
echo pulse sequence57 at temperatures between 10 and 140 K,
and fitting of the resulting decay curve to a stretched exponential
function (Figure 4, also Table S8 and Figure S3).33 All T2
measurements were acquired in DMF-d7/toluene-d8 to
minimize the solvent contribution to decoherence, as deuterons
possess a significantly lower magnetic moment (μ = 0.86 μN)
than protons.47 The most noticeable feature of the data set is the
longer T2 values exhibited by 1 than those of 2−4; at 40 K, 1
possesses a T2 value of 9.97(3) μs, whereas 2−4 exhibit values of
6.70(2)−7.52(2) μs. Upon closer inspection, it is further evident
that 2 exhibits slightly longer values of T2 than 3 and 4 across the
range of measured temperatures (e.g., 7.52(2) μs for 2 at 40 K,
compared with 6.78(2) μs for 3 and 6.70(2) μs for 4). The
observed differences in T2 are consistent with a model for
decoherence incorporating a nuclear spin diffusion barrier.
Specifically, the decrease in T2 on moving from 1 to 2, and then
to 3 and 4, is consistent with the protons of 1 being positioned
inside the diffusion barrier radius, those of 2 being located close
to the barrier radius, and those of 3 and 4 occupying positions
significantly outside the barrier radius (Figure 5). This implies a

barrier radius of between 4.0(4) and 6.6(6) Å from the spin
center (Figure 6). Furthermore, the fact that there is only a
minimal change in T2 on moving from 3 to 4 (9.3(7) and
12.6(7) Å, respectively) potentially suggests that the distance at
which nuclei contribute maximally to decoherence is approx-
imately 13 Å. Future work on analogous complexes with greater
V−H distances will be necessary to confirm this. Knowledge of
the maximal decoherence radius is extremely important for the
design of long-coherence complexes, and until now has never
been addressed specifically in the literature.
The diffusion barrier, illustrated in Figure 5, defines multiple

regions by their differing nuclear−electronic coupling strengths.
The nuclear spins closest to the electronic spin lie within the
diffusion barrier, and are strongly coupled to the electronic spin,
preventing the spin flips that erase information. That portion is
depicted in a blue circle. Since the protons of compound 1
occupy positions in this region, the strength of the magnetic
coupling between those protons and the electronic spin ties
them together, preventing them from contributing to
decoherence. The next region of interaction is described by
sufficiently weak coupling to prevent the spins from locking, but
sufficiently strong coupling to enable the electronic spin to
experience the effects of nuclear spin-based decoherence. The
protons of compounds 3 and 4 occupy this region, and thus the
electronic spins in these compounds experience the maximum
impact of decoherence. We postulate that if a complex were
designed with a propyl bridge significantly greater than 13 Å
from an electronic spin, it would enter the final regime wherein
the distal interactions do not engender decoherence.
This hypothesis could be tested by expanding the current data

set to additional complexes with longer V−H spacings, and by
devising studies to probe the common scenario of baths of
nuclear spins. In a spin bath, nuclear spin−nuclear spin
interactions and the increase in the number of nuclear spins at
a given radius from the qubit center with r2 both strongly affect
the distance−T2 relationship.34,35 Performing these studies
would shed light onto the generality of these conclusions, and
provide insight into the precise end of the diffusion barrier.

Figure 4. Temperature dependence of T2 for 1−4 in DMF-d7/toluene-
d8.

Figure 5. Depiction of our model of the measured diffusion barrier. On
both sides, the inner blue circle indicates the diffusion barrier while the
larger purple circle indicates the region in which nuclei contribute
maximally to decoherence. At the left, the ligand protons are positioned
within the diffusion barrier radius and thus do not contribute to
decoherence. At the right, the protons are fully outside the barrier
radius and contribute significantly to decoherence. Note that although
the barrier is not necessarily spherical, we have depicted it as such for
simplicity.

Figure 6. Plot of T2 versus average V−H distance at 40 K for 1−4 in
DMF-d7/toluene-d8. Horizontal error bars represent the standard
deviation for the distribution of V−H distances. Vertical error bars are
inside the symbols in all cases. The area highlighted in orange
represents the window for the potential extent of the diffusion barrier.
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Thus, the distance dependence of contributions to T2 remains a
fruitful area for future study.
The shape of the temperature dependence of T2 for the

complexes offers further information about the types of
processes contributing to decoherence in different temperature
regimes. Between 10 and 40 K, the values of T2 for all species are
approximately constant. Decoherence in this regime is
dominated by nuclear spin diffusion, as is frequently observed
for coordination complexes in spin-bearing solvents.15,23,62,63

Above 40 K, the drop in T2 is assigned to the onset of methyl
group rotation occurring at a frequency comparable to the
experimental time scale. As the temperature further increases
above 80 K, the contribution of methyl rotations decreases as
the rotational time constant becomes faster than the
experimental time scale, resulting in a shallowing of the slope
of the T2 vs temperature curve for all complexes.23,33,63

However, T2 for all complexes continues to decrease with
increasing temperature, attaining values of 1.485(14)−1.69(2)
μs at 140 K. Even at high temperatures, T2 remains
approximately 1 order of magnitude lower than T1, indicating
that it is not T1-limited.

■ OUTLOOK

Our synthetic studies establish the nuclear spin diffusion barrier
at a radius between 4.0(4) and 6.6(6) Å and suggest the maximal
decoherence radius may be at approximately 13 Å. These studies
offer promise for the synthesis of new candidate qubits with
nuclear spin proximate to electronic spin. Indeed, relaxing a rigid
nuclear spin-free design principle will inform our future studies
on bimetallic qubit systems. Crucially, beyond qubits, the work
described herein may impact a wide range of research fields. One
area with the potential for dramatic impact is that of dynamic
nuclear polarization nuclear magnetic resonance, (DNP-NMR).
Extraordinary signal enhancements are possible with DNP-
NMR which have the potential to revolutionize NMR
spectroscopy of biological systems.64 However, the exact
method of polarization transfer between electrons and nuclei
in DNP-NMR, especially in the context of the spin diffusion
barrier, remains a matter of ongoing research,34,35 which hinders
the rational development of improved polarization agents. We
anticipate these results will provide insight into the future design
of such systems.
Outside of molecular polarization agents and qubits, within

solid-state quantum sensors, there is ample work on detecting
nuclear spins via electronic spin coherence.65,66 Establishing a
distance dependence between electronic spin coherence and
nuclear spin proximity may also aid in developing new quantum
sensors, an area at the vanguard of quantum technologies.
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